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Contributions
1. A visually grounded aggregation (ScoreAgg) of VLM responses across 

multiple queries.
2. We use ScoreAgg to summarize VLM captions/annotations generated 

across different views of a 3D object.
3. We compare ScoreAgg with a leading approach which uses GPT4 for 

text-based summarization (CAP3D, Luo et al. 2023). We use caption 
blow-up ratios as a measure of hallucination to show our method is 
reliable where CAP3D is not.

4. We establish a SoTA on type and material inference w.r.t. given and 
collected human labels respectively.

5. We propose an unsupervised visual sensitivity metric that is 
predictive of VLM accuracy.

Background
VLMs are text-generating systems which model the joint likelihood of 
image-text data. Pretrained VLMs have been successful at various 
zero-shot inference tasks. We rely on two families of pretrained VLMs to 
generate captions/annotations: 55B PaLI-X and 3B BLIP-2. We show, 
however, that they are inconsistent in recognizing different views of the 
same object. 

Objaverse is a collection of 800k diverse but poorly annotated 3D models 
created by 100k artists. It provides a rich testing ground for VLM-based 
annotation pipelines. A subset of 47k objects called Objaverse-LVIS is 
accompanied by human-verified categories. We rely on it to validate our 
type annotations. We also introduce a subset with material labels.

Baseline. A three-module pipeline (CAP3D) was recently proposed to 
generate captions for Objaverse. Their pipeline is as follows: a VLM 
(BLIP-2) first produces 5 candidate captions for 8 object views; CLIP filters 
all but one caption per view, and GPT4 performs a flawed detail-preserving 
but hallucination-prone aggregation. Our procedure is similar up to 
CAP3D’s first stage, but we don't use any further neural modules for 
filtering or summarization.

Multi-view differences can produce varying object descriptions Score-Based Aggregation (ScoreAgg)

During VLM sampling (e.g., beam search), the likelihood of any sampled text 
can be computed without any additional cost. When VLM queries are 
correlated (e.g. views of the same object), we can expect recurring 
responses across queries. Say we run I queries to get J (response, score) 
pairs per query, for a total of IJ pairs {(ri,j , si,j )}. Let f be a map to 
postprocess strings and reduce them to a canonical form. The following 
aggregation helps identify responses r which occur frequently while 
accounting for the model’s confidence in each occurrence.

Unsupervised evaluation of VLM annotations

Hallucination measure

Task 2: Inferring object material

A.  Aggregation in text space 
using an LLM and engineered 

prompt (CAP3D)

B.  Aggregation using available VLM scores of each 
description (ours)

Takeaways
1. Running multiple VLM probes/aggregating across them is a useful technique 

to uncover/deal with VLM uncertainty.
2. VLM evaluation can be scaled to cases where we don’t have validation data.
3. We are releasing our annotations for Objaverse to help downstream 

applications such as retrieval, 3D generation, and physical simulation.

Material predictions

Containment predictions

“A jar of 
banana chips 
with a green 
label and 
yellow peas 
inside.”

LLM 
(GPT4)

Prompt: “Given a set of 
descriptions about the same 3D 
object … distill these descriptions 
into one concise caption. The 
descriptions are as follows: a jar 
of yellow chips with a label on 
it, <captions for remaining views> 
… Avoid describing background, 
surface, and posture. The caption 
should be:”


