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Leveraging VLM-Based Pipelines to Annotate 3D Objects

1.

2.

Contributions

A visually grounded aggregation (ScoreAgg) of VLM responses across

multiple queries.

We use ScoreAgg to summarize VLM captions/annotations generated

across different views of a 3D object.

. We compare ScoreAgg with a leading approach which uses GPT4 for
text-based summarization (CAP3D, Luo et al. 2023). We use caption
blow-up ratios as a measure of hallucination to show our method is
reliable where CAP3D is not.

. We establish a SoTA on type and material inference w.r.t. given and
collected human labels respectively.

. We propose an unsupervised visual sensitivity metric that is

predictive of VLM accuracy.

CAP3D captlon
A m terracotta Ipt
g a bird, a b and
white vase with an anima I h ad,
d broken potte ry pie wth
an animal design, acco mp ied
byapotwih a turtle, a te acotta
fish head, and a headdress with a
bird, as well as a brown and white
ceramic bowl with a pattern

CAP3D caption
a coffee cup, spiral
slice of bread, and
a yellow dish with a
spiral pattern

Ours
a cup of coffee

Ours
a broken piece of pottery

CAP3D caption
small toy robot with red eyes

d basketball player holding
a purple ball

Ours
a wooden sculpture on

a purple base

Background

VLMs are text-generating systems which model the joint likelihood of
Image-text data. Pretrained VLMs have been successful at various
zero-shot inference tasks. We rely on two families of pretrained VLMs to
generate captions/annotations: 55B PaLI-X and 3B BLIP-2. We show,
however, that they are inconsistent in recognizing different views of the
same object.

Objaverse is a collection of 800k diverse but poorly annotated 3D models
created by 100k artists. It provides a rich testing ground for VLM-based
annotation pipelines. A subset of 47k objects called Objaverse-LVIS is
accompanied by human-verified categories. We rely on it to validate our
type annotations. We also introduce a subset with material labels.

Baseline. A three-module pipeline (CAP3D) was recently proposed to
generate captions for Objaverse. Their pipeline is as follows: a VLM
(BLIP-2) first produces 5 candidate captions for 8 object views; CLIP filters
all but one caption per view, and GPT4 performs a flawed detail-preserving
but hallucination-prone aggregation. Our procedure Is similar up to
CAP3D’s first stage, but we don't use any further neural modules for
filtering or summarization.
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Multi-view differences can produce varying object descriptions

View 1
BLIP-2: a jar of yellow chips with a label on it BLIP-2: a jar filled with yellow peas on a gray background BLIP-2: a jar of banana chips with a green label

PaLl-X: a jar with a green lid filled with
leaves, score: -3.78

View 3 View 5

A. Aggregation In text space
using an LLM and engineered
prompt (CAP3D)

PaLl-X: a jar with a woman holding a bunch of
bananas on the label, score: -3.18

PaLl-X: a jar with a green lid filled with
coins, score: -3.35

Prompt: “Given a set of
descriptions about the same 3D
object ... distill these descriptions
into one concise caption. The LLM
descriptions are as follows: a jar —

“A jar of
banana chips

with a green

of yellow chips with a label on (GPT4) label and

it, <captions for remaining views> yellow peas
... Avoid describing background, inside.”
surface, and posture. The caption

should be:”

Task 1: Inferring object semantics/type
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LVIS category: hummingbird
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Hallucination measure

wordcount(r)
max; ; wordcount(r; ;)

V ews of example objec " .
erifi dLVIS category: b banana

SN

blow-up ratio(r) =

"banana,

banana tree" CAP3D (blow — up ratio 5.6): A

collection of silhouettes featuring a

man with a microphone, a man with a gun,
robot with a skateboard, a person black e

CAP3D (blow — up ratio 4.5):a
white cat with black eyes, a black and
white bird, a white and pink cat with

CAP3D(bI oOwW-—upr t 4.4):A
collection of Lego m odels including a
b twth blue

"a banana" a black and white horned  race Wth bI

wearing a helmet, a bea wth baseball animal, wht and black bird, a black ma a blue d.Wht machine,
b t, a F e Ni ght at Freddy's and whi t devil h ad with pink h orns, a spaceshlp. a car with blue and whlte
"a banana and Frankenstein, a man with a bowling ball, wh te bunny with black eyes, and a black parts, a man riding a sled, and a
a chicken" "a banana against and a b t with a baseball ba t and wht cat with pin Tk e eyes. helicopter w:th blue andhwhite r?arts'
i Ours silhouette of a m Our rt n bird with a black Ours: a lego spaceship with a
"3D model of a a white = ho Id ng a microphon t il spaceman on it
banana and a background Py

chicken"

PaLl-VQA
w/ ScoreAgg

PaLl-VQA
w/ ScoreAgg
(first entity)

PaLl — Caption
w/ ScoreAgg
(no bg suffix)

PaLl — Caption

w/ GPT4 agg w/ ScoreAgg

w/ GPT4 agg
(no 3d word)

Top aggregate response: bee
LVIS category: N/A

Top aggregate response: tray
LVIS category: N/A

Top aggregate response: statue
LVIS category: N/A

Task 2: Inferring object material

Table 1. Material inference with two VLMs: PaLI-X and BLIP-2.. The models are provided either an object type annotation or image as
inputs or both. We report the top-3 accuracy as well as the soft accuracy averaged over our material test set of 860 objects. Whenever we use

appearance as an input (i.e., VLM mode), we aggregate responses across object views. Thus the predicted distributions contain up to J=5
alternatives in LLM mode or up to [J=40 in VLM mode.

T P From Type From Appearance | From Type and Appearance
N (LLM mode) (VLM mode) (VLM mode)
Tye(s) —— CAP3D PalLI-VQA No caption/type CAP3D PaLLI-VQA
e Ty -ewap @ l . - : )
C&pthllS tprS information captlons types
PalLI-X | Top-3 acc. 0.73+0.44 | 0.58 &+ 0.49 083 +£0.37 0.87+0.34 | 0.86 £0.35
55B VQA | Soft acc. 0.36 +£0.29 | 0.25 +0.28 0.41 £0.28 0.44+0.27 | 0.44 £0.29
BLIP-2 | Top-3 acc. 0.24 +0.43 | 0.22 +0.41 0.68 +0.47 0.59+0.49 | 0.69 +0.46
TS XL | Soft acc. 0.19£0.35 | 0.16 £ 0.33 0.50 & 0.41 0.42+0.42 | 0.51 £0.42
m “glass” m “marble”
teap3d “hat and a jar, both with ropes tied around them” te ap3d “white marble skull”
tpali ( . ) “pOtiOI'l” (0 64) . (O 36) tpa,l'i “skull”
Poali\M|lean3d “cotton” (0. 5 “can’t tell” (O. A 113 ” 173 L)
i P “potion” (0.35), “glass” (0.27) Ppati(Mltcapsa) ~ “marble” (0.79), “porcelain” (0.09)
Dpati(h|A) “cork” (0.45), “glass” (0.19) Ppali (7271 tpali) “bon(:,, (0.75),“ bones ”(0.09)
Dpati (M|teapsd, A)  “burlap” (0.44), “canvas” (0.30) Ppati(1h|A) clay” (0.35), “marble” (0.22)
Dpati(M|tpari, A)  “glass” (0.67), “cork” (0.17) Ppati(M|tcapsd, A)  “marble” (0.55), “clay” (0.20)
Polip (1|t cap3d) “straw” (0.49), “plastic” (0.33) Ppati(M|tpati, A) “clay” (0.33), “marble” (0.27)
Pitip 0| sals) g t.ainted potion mdde of a jtainted potion apd a tain}ed Dblip (m teaps d) “limestone” (0.68), “marble” (0.32)
potion .(0.77), 2.1, ,talnted potion made of a tainted potion, Dblip (’ﬁ?, tpal ) “calcium phosphate” (0.83), “calcareous limestone” (0.08)
and a tainted poti” (0.14) ~ 1A “marble” (0.81). “whi ble” (0.10
Poiip (17| A) “wood” (0.83), “rope” (0.10) Pouip(T] A) ~marble” (U.51),  whitexmareie:” (9,10)
Dotip(Mtcapsd, A)  “wood” (0.68), “leather” (0.13) DPoiip(T|tcapad, A) white marble” (0.85), “marble” (0.07)
DPotip(M|tpats, A)  “wood” (0.95), “stone” (0.04) Polip(M|tpati, A)  “marble” (0.43), “limestone” (0.36)

Score-Based Aggregation (ScoreAgg)

B. Aggregation using available VLM scores of each
description (ours)

j t Sparse Deduplication Aggregation of “a jar of
response-view of responses  scores across plantain chips
3 g score matrix (Eq 1) views (Eq2)  with a green lid”
s “a jar of
o 0ooo 000 O] plantain chips”
_. o OOOog oooE O . - .
s e % 8888 DB g a large jar of
— . S COE ' iDs”
- - & OOED plantain chips
— a> BBBE “a jar with a green lid |7
J (response, score) =2 OOoOoo filled with leaves” |-
pairs per view | views Probability

During VLM sampling (e.g., beam search), the likelihood of any sampled text
can be computed without any additional cost. When VLM queries are
correlated (e.g. views of the same object), we can expect recurring
responses across queries. Say we run | queries to get J (response, score)
pairs per query, for a total of IJ pairs {(r.., s.. )} Let f be a map to
postprocess strings and reduce them to a canonical form. The following
aggregation helps identify responses r which occur frequently while
accounting for the model’s confidence in each occurrence.

Vr € {r; ;}:
Si(r) = Sup{si,j ‘ f(r’i,j) =T andj — ]-7 27 e oy J} (1)
Sagg(T) i= logZexp(si(r)) (2)

)/ Zexp Sagg(r")) (3)

(7'|{7°'&373z .7}) = exp Sagg

Unsupervised evaluation of VLM annotations

Material predictions

Table 2. Object properties assessed without validation, via
visual ablation of PaLI-X responses. Placeholders such as T or M Hellinger dist
are filled in with a prior type or material inference. The indefinite

article “a” is replaced with “an” if the next word requires it.
Question | LLM mode / VLM mode | Hellinger : Zos
e uestion distance o ~—- Linear fit. R2: 0.255 ! & ig
P ! (b/w LLM & gé 0871 —-- Marginal means , A‘.‘o:' .‘::'. a0
VLM mode S5 06 2® g. ) o ®
outputs) S Z)-'. 0.4 2 _Ae o
Fragility | 1° ¥/this T fragile? 0.110+£0.058 =3 - B - q. Au&w ‘
Is a/this M T fragile? 0.103+0.054 i | t
Lift- Can a human lift a/this T? 0.133+0.063 g3 ‘ A b
ability | Can a human lift a/this M T? | 0.12440.055 S g 02 SSHE auclcgme nt pred:f;[ io.kgf
Afford- | How is a/the T typically | 0.575+0.223 uDE = -04 oo ©° Hellinger distance (VLM vs LLM mode): 0.97  Hellinger distance (VLM vs LLM mode): 0.57
ance used? = o | | E »
Contain- What I-night a/th.e ! contain? 0-690=:0.269 Divergenczze betwe(g.r:1 VLM an(d6LLM mocc:;‘:e3 predictildons
" What is somethmg that typi- | 0.57040.235 (Hellinger distance) 2
cally goes into a/the T? 3
What items or substance | 0.73140.236 5
might a/the T contain?
Color What color is a/this T? 0.894+0.163
What color 1s a/this M T? 0.875+0.173

Takeaways

1. Running multiple VLM probes/aggregating across them is a useful technique
to uncover/deal with VLM uncertainty.

2. VLM evaluation can be scaled to cases where we don’t have validation data.

3. We are releasing our annotations for Objaverse to help downstream
applications such as retrieval, 3D generation, and physical simulation.



